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Textual Analysis of the Marie Skłodowska-
Curie Actions Evaluation Summary 
Reports. Assessing Strengths and 
Weaknesses of Funded and Non-Funded 
Proposals
Ilaria Rodella, Andrea Sciandra, Arjuna Tuzzi

Abstract. This study analyses Evaluation Summary Reports (ESRs) of Marie 
Skłodowska-Curie Actions (MSCA) Individual and Postdoctoral Fellowships 
proposals at the University of Padua (Unipd), spanning Horizon 2020 and 
Horizon Europe from 2015 to 2022. The aim is to identify recurring strengths 
and weaknesses in the evaluation process, recognizing the most important and 
recurrent features of successful proposals. The use of artificial intelligence is also 
discussed in the paper. Nearly 400 ESRs were analysed by employing keyword 
extraction and correspondence analysis (CA) to map relationships between 
words and variables such as project success. While CA did not clearly distinguish 
between successful and unsuccessful proposals, machine learning was applied. 
The coordinates from CA were used to predict project outcomes. Comparisons 
were made with models using only textual features and those employing 
transformers, specifically, BERT contextualised embeddings. Results showed 
that using a Large Language Model (LLM) for text representation improved 
prediction accuracy compared to other methods. However, it highlighted 
challenges in interpretability and emphasised the need for explicable methods in 
the absence of words. Overall, the study provides valuable insights for refining 
support services and training at Unipd, highlighting the effectiveness of LLMs 
in prediction while acknowledging the interpretive challenges associated with 
their use.

Keywords: Marie Skłodowska-Curie Actions, evaluation, large language models, 
text classification
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1. Introduction

Since 1996 and with a budget of 6.6 billion under Horizon Europe, “Marie 
Skłodowska-Curie Actions (MSCA)” gained a reputation among the research 
community as one of the most popular European Commission Research 
Funding Programmes (European Commission, 2023). The MSCA Postdoc-
toral Fellowships aim to support the creative and innovative potential of 
postdoctoral researchers wishing to acquire new skills through advanced 
training, international, interdisciplinary and inter-sectoral mobility1. The 
Individual Fellowships and Postdoctoral Fellowships grants (respectively 
under Horizon 2020 - 2014/2020 - and Horizon Europe - 2021/2027 - fund-
ing schemes) support international experienced researchers (post-doctor-
al researchers). They comprised two main different schemes, of which the 
Intra-European Fellowships (EF or Standard Fellowship) address mobility 
within Europe and the Global Fellowships (GF) that provide mobility from 
and to the European Union and Third Countries (Postdoctoral Fellowships 
can take place in Europe, i.e. in an EU Member State or a Horizon Europe 
Associated Country, or in a Third Country not associated to Horizon Europe; 
European Commission, 2022). 

This study aims to elaborate, through the text analysis of the Evalua-
tion Summary Reports (ESRs), a representation of the most relevant and fre-
quent linguistic features in the evaluations of Marie Skłodowska-Curie Ac-
tions (MSCAs) Individual and Postdoctoral Fellowship proposals. This work 
intends to highlight both the strengths and weaknesses of ESRs related to 
proposals having the University of Padua (Unipd, Italy) as the Host Insti-
tution. Overall, this work assesses recurring and significant lexical features 
and modalities in the evaluation process and, from a practical perspective, it 
aims to assess the evaluation criteria and sub-criteria based on the Standard 
Evaluation Form (HE MSCA; European Commission, 2021)2. 

To achieve these goals, we applied some text mining techniques to extract 
the most relevant keywords. We then carried out an exploratory multivariate 
statistical analysis (Correspondence Analysis) and text classification models, 
focusing on the results of the proposals. Regarding the classification, we 
compared different models and sets of predictors, namely the most frequent 
nouns, the coordinates of the Correspondence Analysis and the pre-trained 
vectors of BERT. 

1 https://rea.ec.europa.eu/funding-and-grants/horizon-europe-marie-sklodowska-curie-ac-
tions/msca-postdoctoral-fellowships_en 
2 https://ec.europa.eu/info/funding-tenders/opportunities/docs/2021-2027/horizon/temp-
form/ef/ef_he-msca_en.pdf 

https://rea.ec.europa.eu/funding-and-grants/horizon-europe-marie-sklodowska-curie-actions/msca-postdoctoral-fellowships_en
https://rea.ec.europa.eu/funding-and-grants/horizon-europe-marie-sklodowska-curie-actions/msca-postdoctoral-fellowships_en
https://ec.europa.eu/info/funding-tenders/opportunities/docs/2021-2027/horizon/temp-form/ef/ef_he-msca_en.pdf
https://ec.europa.eu/info/funding-tenders/opportunities/docs/2021-2027/horizon/temp-form/ef/ef_he-msca_en.pdf


249ITALIAN JOURNAL OF SOCIOLOGY OF EDUCATION, 17 (1), 2025.

We believe that our study can contribute to the existing literature re-
garding the relationship between textual analysis and evaluation in higher 
education. In particular, it can:
• Provide guidance for those who wish to submit a proposal for a MSCA 

project.
• Offer novel comparative evidence regarding the efficacy of Large Lan-

guage Models.
• Promote a discussion on the application of machine learning methods 

with an explainable artificial intelligence approach.
The paper is structured as follows: section 2 presents the conceptual back-

ground of this work, while section 3 outlines the data and methods used. 
Section 4 displays the results of the various analyses, which are discussed in 
section 5, which also includes conclusions.

This paper is an extended version of the proceeding presented at JADT 
2024 – 17th International Conference on the Statistical Analysis of Textual 
Data, which had been held in Brussels (Belgium) on June, 2024 (Rodella et 
al., 2024).

2. Conceptual Background

The literature on peer review grant evaluation analysis covers various as-
pects and methods. Some studies were survey-based (Gallo et al., 2021), while 
others analysed literature and research databases (Demicheli & Di Pietran-
tonj, 2007; Tricco et al., 2017). While some works present critical aspects of 
grant peer review, such as lack of reliability and time-wasting (Roumbanis, 
2021; Dinov, 2019), other recurring themes include gender issues (Marsh et 
al., 2009; Magua et al., 2017; Tricco et al., 2017; Gallo et al., 2021) and mobility 
related to the postdoctoral grant system (Reale et al., 2019; Cattaneo et al., 
2019).

The MSCA evaluation process consists of the five main steps3, of which 
the most important for the purpose of this study are: i) allocation of each 
proposal to a set of (at least) 3 external reviewers, based on the best possible 
match between their expertise and the scientific field of the proposal (also 
checking conflicts of interest, a fair representation of reviewers’ nationalities 
and gender balance); ii) a remote evaluation phase, where reviewers assess 
the proposals allocated to them, against evaluation criteria, and draft an In-
dividual Evaluation Report (IER) for each proposal, so that each proposal 
has (a minimum of) 3 IERs; iii) consensus meeting out of which a Consensus 
Report (CR) is prepared, with the comments and scores commonly agreed by 

3 https://rea.ec.europa.eu/system/files/2022-08/MSCA%20evaluation%20in%20Horizon%20
Europe.pdf 

https://rea.ec.europa.eu/system/files/2022-08/MSCA%20evaluation%20in%20Horizon%20Europe.pdf
https://rea.ec.europa.eu/system/files/2022-08/MSCA%20evaluation%20in%20Horizon%20Europe.pdf


250ITALIAN JOURNAL OF SOCIOLOGY OF EDUCATION, 17 (1), 2025.

all 3 reviewers. The Evaluation Summary Report (ESR) is the final version of 
the CR sent to applicants and represents the basilar material to compile the 
text corpus of this study.

In the field of MSCA, detailed analyses of proposal peer-reviews demon-
strated a high-level of agreement among reviewers, especially among their 
IER and the final ESR (Pina et al., 2015; Pina et al., 2021), and an increasing 
performance and coherence in the evaluation process in relation to the re-
viewing experience (Seeber et al., 2021). Other studies on MSCAs instead 
focused on host institutions (Falk & Hagsten, 2020), while in relation to the 
specific scope of our study, there are examples of guidelines (Baumert et al., 
2022) that provide simple rules for success in MSCA calls. Furthermore, a 
very recent analysis (Buljan et al, 2023; also citing from REA4) found that 
the final status of the proposals (i.e. main-listed or rejected) can be predict-
ed by the linguistic characteristics of the reviewer’s comments, especially 
the tone related to the identified weaknesses, indicating that weaknesses 
may be crucial in proposal evaluation. In fact, a recent study has indicated 
that proposal weaknesses have a greater effect on the ranking, compared to 
proposal strengths (Hren et al., 2022). Therefore, REA suggested to employ 
a quantitative text analysis, sentiment analysis or analysis of the text tone 
as useful methods for assess the proposal evaluations and to determine any 
differences in the evaluation performed by distinct reviewers.

From a methodological perspective, studies that use content analysis ap-
proaches via text mining are highly relevant to our work (Hren et al., 2022; 
van den Besselaar et al., 2018; Ma et al., 2020; Magua et al., 2017; Bornmann 
et al., 2012; Luo et al., 2021). In particular, several of these researches employ 
sentiment analysis through ontological dictionaries (lexicons), focusing on 
the positive and negative aspects found in ESRs regarding the success or fail-
ure of project proposals. The aim is to analyse reviewers’ reports to distin-
guish successful from unsuccessful proposals. Hren et al. (2022) use machine 
learning methods specifically to highlight relevant aspects of the language 
of reviewers’ comments, thus supporting the idea of using artificial intelli-
gence (AI) in this context. The potential of AI to support publishing and peer 
review was also investigated (Kousha & Thelwall, 2023). In this research, we 
aim to explore the use of a Large Language Model to enhance the classifi-
cation of success for MSCA proposals and provide insights for prospective 
project submitters.

4 Is numerical scoring important in the evaluation of grant proposals? - European Commis-
sion (europa.eu)

https://rea.ec.europa.eu/news/numerical-scoring-important-evaluation-grant-proposals-2023-10-16_en
https://rea.ec.europa.eu/news/numerical-scoring-important-evaluation-grant-proposals-2023-10-16_en
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3. Materials & Methods

Almost 400 ESRs related to proposals submitted from 2015 to 2022 were 
collected and analysed. The data collected has been used for filling a dataset, 
in which we organised the variables used for this analysis: 
1. Year of proposal submission (from 2015 to 2022),
2. Score (from 0 to 100),
3. Excellence score (Threshold: 0/5.00, Weight: 50.00%),
4. Excellence strengths (text),
5. Excellence weaknesses (text),
6. Impact score (Threshold: 0/5.00, Weight: 30.00%),
7. Impact strengths (text),
8. Impact weaknesses (text),  
9. Implementation score (Threshold: 0/5.00, Weight: 20.00%),
10. Implementation strengths (text),
11. Implementation weaknesses (text),
12. Project funded (Yes/No),
13. Original Panels (e.g., EF-ECO, GF-PHY, MSCA-IF-EF-CAR, MSCA-IF-EF-

RI, etc.). Proposals must be submitted to only one of eight ‘main evalu-
ation panels’: Chemistry (CHE), Social Sciences and Humanities (SOC), 
Economic Sciences (ECO), Information Science and Engineering (ENG), 
Environment and Geosciences (ENV), Life Sciences (LIF), Mathematics 
(MAT), Physics (PHY) (European Commission, 2022). MSCA-IF-EF-CAR: 
Career Restart (CAR) panel in Horizon 2020 - CAR includes proposals 
from any of the 8 scientific areas and provides financial support to indi-
vidual researchers who wish to resume research in Europe after a career 
research break (e.g. unemployment, periods of employment outside re-
search, parental or long-term sick leave etc.); MSCA-IF-EF-RI: The Rein-
tegration Panel (RI) panel in Horizon 2020 - RI includes proposals from 
any of the 8 scientific areas and is dedicated to researchers who wish to 
return and reintegrate in a longer term research position in Europe (Eu-
ropean Commission, 2020).

14. Panels modified (here the panels MSCA-IF-EF-CAR, MSCA-IF-EF-RI have 
been replaced by the corresponding disciplinary panels according to the 
project topics (e.g., MSCA-IF-EF-RI= EF-SOC),

15. European vs Global Fellowship (here the Original Panels have been re-
placed from the categories EF or GF; CAR and RI have been replaced by 
EF),

16. Panel clusters (here the Original Panels have been replaced by the mac-
ro-disciplinary panels Physics and Engineering (PE that merged the pan-
els CHE, ENV, ENG, MAT, PHY), Social Sciences and Humanities (ECO, 
SOC), and Life Sciences (LIF).
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The corpus consists of proposal evaluation texts written in English by 
referees, which corresponded to variables 4-5, 7-8, and 10-11 listed above. 
These texts exhibit specific characteristics, such as length and structure, 
due to the rigid form in which the evaluations are entered. Reviewers are 
obliged to observe the following guidelines: provide substantial, explanatory 
comments; avoid comments that merely give a description or a summary 
of the proposal; use dispassionate, analytical and unambiguous language; 
use grammatically correct, complete, clear sentences with no jargon; provide 
polite comments; critical comments should be constructive and not offen-
sive; avoid self-declaration of insufficient expertise (personal or panel) or 
non-confidence in the proposal; avoid any comments about your expertise 
that may reveal your identity; avoid reference to the applicant’s age, na-
tionality, gender, or personal matters; marks should be consistent with the 
comments. Therefore, evaluators provide succinct explanatory comments 
substantiating each evaluation criterion score. Comments take the form of a 
statement and explanation of key strengths and key weaknesses of the pro-
posal, in the light of the evaluation elements. Furthermore, the texts display 
genre-specific characteristics as they are project evaluations, also written 
by non-native speakers, with a specific purpose, resulting in the use of a 
restricted code5. 

Exploratory analyses were carried out, in particular by means of different 
keyword extraction methods, in order to gain possible insights, especially 
for multiword expressions. In particular, we focused on the most frequent 
terms and employed the Rapid Automatic Keyword Extraction (RAKE) algo-
rithm for terms and multiword expressions. Additionally, we tried to identify 
which words were most related to the positive or negative outcome of the 
proposals through log-odds ratios. 

A correspondence analysis (CA) was also used for content mapping to 
represent the system of relationships between words and supplementary 
variables (such as project success or failure). CA is a classical method of 
textual data analysis from an exploratory perspective. It enables us to cre-
ate a content map that depicts the relationships between texts and words, 
contributing to the emergence of possible patterns. CA transforms word 
frequencies into coordinates on a multidimensional Cartesian axis system. 
CA presents texts/words in a low-dimensional space by transforming the 
chi-squared distance into a specific Euclidean distance, then mapping them 
into Cartesian planes. The technique relies on singular value decomposition 
(eigenvalues/eigenvectors) and allows to represent the similarity between 

5 https://newlearningonline.com/new-learning/chapter-5/supproting-materials/basil-bern-
stein-on-restricted-and-elaborated-codes 

https://newlearningonline.com/new-learning/chapter-5/supproting-materials/basil-bernstein-on-restricted-and-elaborated-codes
https://newlearningonline.com/new-learning/chapter-5/supproting-materials/basil-bernstein-on-restricted-and-elaborated-codes
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lexical profiles. In particular, if two words are close on the graph, it indicates 
they have similar profiles in terms of text usage.

Within a machine learning framework, we decided to use the coordinates 
of the CA to predict the outcome of the projects. Furthermore, the CA re-
sults were compared with those derived from models utilising only textual 
features and with those achieved through a representation of texts obtained 
via transformers, specifically by exploiting the pre-trained vectors of a Large 
Language Model (LLM). Here, BERT contextualised embeddings were used 
to obtain a text mapping applied as a set of predictors. Contextualised word 
embeddings consider the context in which a word is used. BERT (Bidirec-
tional Encoder Representations from Transformers) is based on transformer 
architecture (Devlin et al., 2019) and produces word representations that are 
dynamically informed by the surrounding words. This enables BERT to learn 
a more profound and comprehensive representation of the input text by us-
ing both left and right contexts. In this procedure, we concatenated the 12 
BERT layers that represent the same token and used the mean to aggregate 
the embeddings from different tokens to represent a text. We chose con-
textualised embeddings instead of the fine-tuning procedure of pre-trained 
vectors to compare the results with other feature extraction techniques.

To conduct this comparison, we selected some of the most widely used 
machine learning models, namely:
• Random Forest (Breiman, 2001),
• Logistic Regression,
• Support Vector Machine (Scholkopf et al., 1997),
• Extreme Gradient Boosting (Chen et al., 2019).

We selected these models because they enable us to examine the impact 
of various approaches (GLM, bagging, boosting, etc.).

Logistic regression (Logistic), which is part of the GLM models, aims to 
establish a causal relationship between the predictors and the response vari-
able Y. Y can only take on the values 0/1, where 0 represents ‘unfunded’ and 
1 represents ‘funded’.

On the other hand, Random Forests (RF) is a member of the bagging tech-
niques family, which is used to decrease the variance of an estimated predic-
tion function. RF (Breiman, 2001) is a variation of the bagging method that 
constructs a large set of uncorrelated trees and then calculates the average.

Support Vector Machine (SVM) is a classification model that maps ob-
servations as points in space to divide the categories by the largest possible 
space. The SVM algorithm finds the optimal separation hyperplane, using 
linear or non-linear mapping, defined by the observations that lie within an 
optimised margin determined by a cost hyperparameter. These observations 
are called support vectors. The cost hyperparameter penalises large residu-
als.
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XGBoost, or eXtreme Gradient Boosting, is a machine learning algorithm 
based on the gradient boosting algorithm developed by Chen et al. (2019). 
At a fundamental level, the algorithm employs a sequential approach to im-
prove the subsequent model based on gradient descent. Among the features 
that make the performance of this technique high, we stress: regularisation 
to avoid overfitting (through L1 Lasso Regularization and L2 Ridge Regular-
ization), and tree pruning (as XGBoost builds the tree until the designated 
parameter, ‘max depth’, starts pruning backward).

The importance of each feature in the classification models was initially 
measured by a ROC curve analysis performed on each predictor. As we are 
dealing with a two-class problem, we apply a series of cut-offs to the features 
in order to predict the class. In particular, for Linear Models, we employ the 
absolute value of the t-statistic for each model parameter. Concerning the 
Random Forest model, we measure the prediction accuracy for each tree on 
the out-of-bag portion of the data. After permuting each predictor variable, 
the same process is repeated. The difference between the two accuracies is 
subsequently averaged over all trees and normalised by the standard error. 
For SVM and XGBoost classification models, the default process is to calcu-
late the area under the ROC curve.

We additionally utilised the shapr R package to implement the Kernel 
SHAP (SHapley Additive exPlanations) procedure for estimating Shapley 
values (Lundberg and Lee, 2017), which proved to be valuable in explaining 
complex machine learning models. Although Kernel SHAP operates under 
the assumption of independent features, Aas, Jullum, and Løland (2021) ex-
tend this method to dependent features. SHAP analysis is a model-agnostic 
explanation method that takes into account each feature importance and the 
interactions with other features. This goal is achieved by calculating the im-
portance of a feature and comparing a model’s predictions with and without 
the feature.

4. Results

The initial step in conducting exploratory text analysis of the ESRs is to 
create a corpus from the textual fields that cover strengths and weakness-
es related to Excellence, Impact, and Implementation criteria. The choice to 
merge all available text for each proposal was driven by the fact that some 
ESRs have empty fields (e.g., in ‘weaknesses’) or only the statement ‘none’. 
Approximately 10% of the text fields were empty, while 4% included only the 
word ‘none’ or a similar short text. Additionally, referees may not always 
differentiate between the strengths and weaknesses of excellence, impact, 
and implementation in the same manner.
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After parsing the text, tokens were extracted with minimal intervention. 
This involved the removal of punctuation and the conversion of tokens to 
lowercase. The Document-term matrix (DTM) comprises 392 documents 
with 8,139 words (word types), resulting in a total of 245,970 tokens. The 
Type/Token ratio (TTR) is 0.033, and the hapax percentage is 42%. Based on 
the number of tokens, it appears that the language used is limited and re-
dundant. Subsequently, the corpus was lemmatized to reduce the size of the 
DTM and focus the analyses on relevant parts of speech (POS). The treebank 
for English GUM (the Georgetown University Multilayer corpus; Zeldes, 
2017) was used for this purpose. GUM is suitable for the collected texts as 
it was also trained on scientific texts. After lemmatization, only nouns were 
selected, resulting in a new DTM that contains 3,409 nouns with a total of 
73,197 tokens, which were used for the subsequent analysis.

To identify the most important keywords, the following graphs display:
• The most frequent nouns (Fig. 1);
• The most important nominal compounds selected using the RAKE algo-

rithm for nouns only (Fig. 2).

Fig.1 Most frequent nouns obtained after the lemmatization process (3,409 nouns found in total)
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Fig. 2 Most important nominal compounds selected using the RAKE algorithm

Text mining was also used to extract keywords associated with the pro-
posals’ outcomes. Here, the outcome of the projects was treated similarly 
to the result of sentiment analysis by identifying the words most associated 
with the positive/negative outcome in terms of odds ratios. In particular, the 
analysis of odds ratios displays the lemmas that are most likely to be associ-
ated with the funded/not-funded types. The log odds ratio is calculated using 
the formula: 

(1)

where n represents the number of times a particular noun is used in each 
subset, and total indicates the total number of nouns in each subset.
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Fig. 3 Log-odds-ratios of nouns associated with funded/not-funded proposals

This analysis only considers nouns or nominal compounds. No nomi-
nal compound appears among the terms most likely to be associated with 
funded or unfunded projects (Fig. 3). The term ‘none’ frequently appears in 
funded projects’ weaknesses, as the only description. Potentially interesting 
terms for funded projects include ‘leader’, ‘coordination’, ‘coherent’, ‘tim-
ing’, and ‘agreement’. Potentially interesting terms for unfunded projects in-
clude ‘reason’, ‘fail’, ‘shortcoming’, ‘measurement’, ‘lack’, ‘characterisation’, 
and ‘explanation’. This analysis displays results different from the previous 
analyses, with the presence of topic-related words associated with funded or 
non-funded proposals. For instance, proposals with a focus on energy topics 
have been funded less than proposals on water issues.
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Fig. 4 Correspondence Analysis – first two dimensions – nouns and n-grams

Following the keyword-based analysis, we applied correspondence anal-
ysis (CA) to the ESRs texts. Therefore, our aim is to create a lemma mapping 
through CA and to project the supplementary variables of interest (Panels: 
LS, PE, and SH; EF or GF fellowships). We have specifically chosen high-fre-
quency nouns (>=100) to conduct this analysis and provide clear results. 
On the Cartesian plane comprised of the first two dimensions (Fig. 4), we 
observe that the supplementary variable linked to funded projects is rela-
tively close to that of non-funded projects (encircled in blue and red, respec-
tively). Hence, this analysis does not unambiguously distinguish different 
terms associated with the success/failure of the projects. Nevertheless, the 
nouns that are most closely related to funded projects are: ‘goal’, ‘milestone’, 
‘measure’, ‘deliverable’, ‘development’, ‘experience’, ‘strategy’, ‘detail’, ‘ex-
pert’, ‘risk’, ‘methodology’, and ‘objective’. The nouns closest to non-funded 
projects are: ‘potential’, ‘career’, ‘collaboration’, ‘contingency’, ‘dissemina-
tion’, ‘infrastructure’, ‘audience’, ‘training’, and ‘team’. To sum up, the nouns 
closest to funded projects seem to be more relevant to the project (‘measure’, 
‘deliverable’, ‘objective’, ‘methodology’); conversely, the nouns closest to 
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non-funded projects seem to be more relevant to the researcher (‘training’, 
‘career’, ‘team’). At the panel level, PE is closer to funded projects than LS 
and SH. The CA coordinates were then extracted for further analysis.

In the final step of our analysis, we are comparing the predictive capabil-
ities of three different sets of predictors with respect to the success or failure 
of project proposals:
• The coordinates of the CA;
• The most frequent nouns;
• The embeddings derived from text mapping via BERT.
• With the aim of a balanced comparison, we decided to limit these sets of 

predictors to 50 features, thus corresponding to:
• The first 50 coordinates of the CA;
• The relative frequencies of the 50 most frequent nouns;
• As the BERT-base mapping involves 768 vectors, to reduce dimension-

ality we applied a principal component analysis, extracting the first 50 
components.
In order to improve classification through data mash-up, we added oth-

er variables to these features such as the year of proposal and the type of 
fellowship (EF or GF), alongside dummy variables for different panels. Addi-
tionally, we included some summary variables of the ESRs’ texts, specifically, 
the count of types, tokens, and sentences. Altogether, every classification 
model has 57 features. 

The training set was created by randomly extracting 80% of the texts, 
with the remaining texts used for the test set. Each model involves a 5-fold 
cross-validation repeated 30 times. To evaluate the results, we analysed the 
accuracy, the number of misclassifications and the F1-score.

The results of the models for the test set are presented in the table below, 
including RF, Logistic, SVM, and XGBoost. ‘NA’ means that a model is not 
able to identify any funded proposal.

Table 1. Results of the classification models for proposal’s success.

Model Accuracy # errors F1-score (ref.: YES)

RF CA 0.7625 19 NA
RF nouns 0.7436 20 NA
RF BERT 0.9231 6 0.8333

Logistic CA 0.7436 20 0.2857
Logistic nouns 0.7564 19 0.0952
Logistic BERT 0.9615 3 0.9189

SVM CA 0.7051 23 0.3030
SVM nouns 0.7308 21 0.0870
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Model Accuracy # errors F1-score (ref.: YES)

SVM BERT 0.9231 6 0.8235
XGBoost CA 0.7179 22 0.2143

XGBoost nouns 0.7179 22 0.2143
XGBoost BERT 0.8974 8 0.7778

5. Discussion and conclusion

The results indicate that using BERT to represent texts improves pre-
dictions compared to the other two predictor sets. Indeed, the BERT mod-
els consistently outperformed those using CA and nouns. Overall, the best 
model is the logistic regression with penalty (by means of features derived 
from BERT), having an accuracy of approximately 96% (3 errors out of 78 in 
the test set). Results also indicate that CA features demonstrate comparable 
predictive capacity to those of nouns. The substantial difference between 
these two sets of predictors is that those derived from CA show higher levels 
of F1-score, as they are better able to predict successful projects. However, 
the immediate interpretive capacity of predictive models seems to be com-
promised in the absence of words and could argue in favour of explainable 
methods. Certainly, given the nature of this work, which is intended to deep-
ly understand the evaluation process besides the formal information given 
by the EC, it is important to observe directly which aspects can influence the 
evaluation. This is of course possible through words, but also by applying 
CA. For example, taking a dimension that is an important predictor (Dim. 11) 
of the best model (logistic regression) for CA coordinates, we can observe 
which nouns contribute most to the dimension (Fig. 5).

Ideally, LLM can still be used to highlight the parts of the text that are 
most relevant to project success or failure. However, in this work, we used 
an additional transformation (PCA) of the contextual embeddings for com-
parison purposes with other sets of variables. Therefore, we cannot identify 
the most important words related to proposal funding.
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Fig. 5 Nouns that contribute most to determining Dimension 11 of the CA

In contrast, models that exploit textual features may be useful for under-
standing the variables’ importance, primarily through ROC curve analysis of 
each predictor. Still with a focus on obtaining explainable results of machine 
learning models, SHAP analysis allowed us to observe the features’ impor-
tance with respect to the values they show in our dataset. First, we selected 
the most important textual features of the best prediction model based on 
nouns (XGBoost) in terms of F1-measure. Next, since SHAP analysis allows 
local explanations, we wanted to evaluate the impact of the previous best 
features on some ESRs, in order to highlight why an ESR was classified as 
funded/unfunded by the model. In this example (Fig. 6), for computational 
and interpretability reasons we limited this analysis of single ESRs to the 
best six features highlighted by the global SHAP analysis. For instance, the 
lack of the term ‘quality’ results in a negative impact on the feature contribu-
tion in Proposal 2, whereas Proposal 4, which has a higher number of types 
(370), shows a higher contribution for this feature than Proposal 2, which 
has a lower number of types.



262ITALIAN JOURNAL OF SOCIOLOGY OF EDUCATION, 17 (1), 2025.

Fig. 6 Shapley values prediction explanation for ESR n. 2 (prediction: not funded) and ESR n. 4 
(prediction: funded)

In conclusion, this work highlighted some features that could potentially 
lead to the success of an MSCA proposal. Classical text mining techniques 
and machine learning models were used for classification, despite the lim-
ited number of ESRs and the limited length of the texts. The results show 
that different methods can be integrated to obtain an overall assessment of 
the ESRs, even describing different results. As the main findings of the CA 
report that nouns closest to funded projects seem to be more relevant to 
the project (‘measure’, ‘deliverable’, ‘objective’, ‘methodology’) and nouns 
closest to non-funded projects seem to be more relevant to the researcher 
(‘training’, ‘career’, ‘team’), the Log-odds-ratios allow us to further obtain 
scientific words related to funded (‘quantum’, ‘water’, ‘muscle’) or non-fund-
ed projects (‘power’, ‘surface’, ‘photocatalysis’). In the same way, XGBoost 
model displays words (like ‘detail’, ‘quality’, ‘experience’), not reported from 
the other methods. In general, this approach not only allows us to identify 
the most important words in terms of frequency that are associated with the 
success or failure of proposals, but also provides different insights depending 
on the type of multivariate analysis used. The most important predictors of 
the classification models for MSCA proposals do not include subjective eval-
uations such as ‘excellence’, ‘impact’, ‘implementation’, ‘training, ‘gender’, 
or ‘open-access’. Instead, terms such as ‘chart’, ‘experience’, ‘detail’, ‘propos-
al’, and ‘quality’ emerged. Thus, while the various analyses offer different in-
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sights, they also provide different perspectives that enrich the study of ESRs 
with different dimensions (quantitative and qualitative) within a coherent 
framework of approaching the research question.

Future developments of this project could exploit a larger database and 
focus on the use of LLMs, which prove higher predictive performance. In 
particular, it might be useful to implement the fine-tuning of a pre-trained 
LLM in relation to the proposal outcome and to highlight the parts of the text 
that best characterise the success or failure of projects. Moreover, we would 
like to assess and demonstrate the presence of similarities and differences 
in the evaluation of the 2 types of fellowships (Standard and Global), their 
success rate and access to funding, according to the main Horizon Europe 
evaluation criteria and the submission panels provided in the MSCA frame-
work (see Section 3). Finally, it would be interesting to determine whether 
there were any differences in the evaluation performed by distinct reviewers 
for the same proposals.
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